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CAMERA SYSTEMS AND METHODS FOR
GIGAPIXEL. COMPUTATIONAL IMAGING

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Patent Application No. 61/409,865, filed Nov. 3, 2010 and
U.S. Provisional Patent Application No. 61/450,315, filed
Mar. 8, 2011, which are hereby incorporated by reference
herein in their entireties.

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

The invention was made with government support under
Grant No. W911NF-10-1-0214 awarded by the Army
Research Office (ARO) and a Graduate Research Fellowship
Program (GRFP) fellowship awarded by the National Sci-
ence Foundation (NSF). The government has certain rights
in the invention.

TECHNICAL FIELD

The disclosed subject matter relates to camera systems
and methods for gigapixel computational imaging.

BACKGROUND

Current high resolution consumer cameras can capture
images with pixel counts in the tens of millions. There is an
increasing interest in producing images with billions of
pixels as a gigapixel image contains a tremendous amount of
information such that one can explore minute details of the
scene. Gigapixel images capture details that are orders of
magnitude greater than that seen by the human eye, reveal-
ing information that was completely imperceptible to the
photographer at the time of capturing the image.

At present, highly specialized gigapixel imaging systems
are being developed for aerial surveillance and for special-
purpose large format imaging systems, but there are no
commercially available cameras capable of producing
gigapixel images. While complementary metal-oxide-semi-
conductor and charge-coupled device technologies can pro-
vide imaging sensors with pixels in the one micron range
and while it is within the reach of such manufacturing
technologies to produce imaging sensors with one billion
pixels, it remains a difficult challenge to design and manu-
facture lenses that have the resolving power to match the
resolution of such a sensor. This is due to the number of
resolvable points for a lens, which is sometimes referred to
as the space-bandwidth product (SBP), being fundamentally
limited by geometrical aberrations. Ideally, lenses are dif-
fraction limited so that increasing the scale of lens while
keeping field of view (FOV) fixed increases the space-
bandwidth product. However, due to geometrical aberra-
tions, the space-bandwidth product reaches a limit.

One approach for increasing the space-bandwidth product
with regard to the fundamental limit is to accept the loss in
resolution and increase the size of the sensor. For example,
consider the commercially available F/8 500 mm focal
length Apo-Symmar lens manufactured by Schneider
Optics. If this lens was diffraction limited, it may be capable
of resolving a gigapixel image on a 5"x5" sensor. However,
because of geometrical aberrations, a sensor size of about
12"x12" is necessary to resolve an image having at least one
billion pixels.
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2

Another approach for increasing the space-bandwidth
product is to increase complexity as a lens is scaled up. The
introduction of more optical surfaces increases the degrees
of freedom in lens optimization, which can be used to reduce
geometric aberrations and achieve diffraction limited per-
formance. Consider the F/4 75 mm focal length lens shown
in FIG. 1. The lens is diffraction limited over a 60° field of
view so that a gigapixel image can be resolved on a 75
mmx75 mm surface, which is much smaller than for the
Apo-Symmar lens described above. This increase in perfor-
mance, however, comes at a great cost. The design consists
of eleven different optical elements, ranging from 60-100
mm in diameter, resulting in a lens that is both expensive to
produce and difficult to align.

Accordingly, it is desirable to provide camera systems and
methods that overcome these and other deficiencies of the
prior art.

SUMMARY

In accordance with various embodiments, camera systems
and methods for gigapixel computational imaging are pro-
vided. A camera system in accordance with some embodi-
ments of the disclosed subject matter for capturing gigapixel
images includes a ball lens and an array of image sensors.
The array of image sensors is configured to acquire a
gigapixel image from light that passes through the ball lens.
In some embodiments, the array of image sensors is dis-
posed such that the image sensors are a particular distance
from the ball lens and such that a contiguous field of view
is produced. For example, the camera system can capture a
contiguous hemispherical field of view. In another example,
the camera system can capture a contiguous spherical field
of view.

In some embodiments, the camera system can further
include a secondary optic, such as a relay lens, that is
associated with each sensor. For example, an array of relay
lenses can be provided to modify the magnification of the
camera system such that the field of view of adjacent image
sensors overlaps slightly. In a more particular example, each
sensor can be coupled with a relay lens that decreases the
focal length of the ball lens.

In some embodiments, the camera system can further
include a processor that is configured to correct for geo-
metrical aberrations by deblurring the image hitting the
array of image sensors after passing through the ball lens
and/or relay lenses. In some embodiments, the processor can
be configured to transform the captured image from a RGB
color space to a YUV color space, deconvolve the luminance
channel (the Y component) of the captured image in the
YUYV color space, transform the captured image back to the
RGB color space, and/or apply a noise reduction function to
the captured image, thereby suppressing deblurring artifacts.

It should be noted that these mechanisms can be used in
a variety of applications. For example, these mechanisms
can be used to provide a high resolution camera that is
capable of capturing images having at least one billion
pixels, where the camera has low lens complexity (e.g.,
fewer optical components) and a compact form factor.

In accordance with various embodiments of the disclosed
subject matter, a camera system for high resolution imaging
is provided. The camera system comprises: a ball lens, an
array of image sensors disposed at a distance from the ball
lens, the array of image sensors configured to acquire images
from light that passes through the ball lens; and a processor
configured to deblur and stitch the images captured by the
array of image sensors to generate a gigapixel image.
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In some embodiments, a camera system for high resolu-
tion imaging comprises: a ball lens having a spherical image
plane, wherein the spherical image place is approximated by
a tessellated regular polyhedron; a plurality of image sensors
disposed on surfaces of the tessellated regular polyhedron,
wherein the plurality of image sensors acquire images from
light that passes through the ball lens; and a processor
configured to deblur and stitch the images captured by the
plurality of image sensors to generate a gigapixel image.

In some embodiments, a method for high resolution
imaging is provided. The method comprises: detecting a
plurality of images from an array of image sensors, wherein
each of the plurality of image sensors captures light that
passes through a ball lens and an array of relay lenses;
deblurring, using a processor, the plurality of images
detected by the array of image sensors; and stitching, using
the processor, the plurality of deblurred images to generate
a gigapixel image.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagram showing an illustrative schematic of
the optical components in a F/4 75 mm focal length lens.

FIG. 2 illustrates a plot showing how space-bandwidth
product increases as a function of lens size for a diffraction
limited lens, a lens with geometric aberrations, and a lens
whose F-number increases with lens size.

FIG. 3 illustrates a singlet lens with spherical aberrations
in accordance with some embodiments of the disclosed
subject matter.

FIG. 4 illustrates the ray fan and the point spread function
for a lens with spherical aberrations in accordance with
some embodiments of the disclosed subject matter.

FIG. 5 illustrates the root-mean-square deblurring error as
a function of lens scale for a lens with spherical aberrations
in accordance with some embodiments of the disclosed
subject matter.

FIG. 6 illustrates a plot showing the space-bandwidth
product for a camera system with gigapixel computation
imaging as a function of lens scale in accordance with some
embodiments of the disclosed subject matter.

FIG. 7 illustrates a camera system that includes a ball lens
and an array of sensors in accordance with some embodi-
ments of the disclosed subject matter.

FIG. 8 illustrates the point spread function for the camera
system of FIG. 7 in accordance with some embodiments of
the disclosed subject matter.

FIG. 9 illustrates the modulation transfer function (MTF)
for the camera system of FIG. 7 in accordance with some
embodiments of the disclosed subject matter.

FIG. 10 is an illustrative example of a camera system
including a ball lens and a sensor connected to a pan/tilt
motor in accordance with some embodiments of the dis-
closed subject matter.

FIGS. 11 and 12 are illustrative examples of gigapixel
images captured using the camera system of FIG. 10 in
accordance with some embodiments of the disclosed subject
matter.

FIG. 13 illustrates a camera system that includes a ball
lens, an array of relay lenses, and an array of image sensor
in accordance with some embodiments of the disclosed
subject matter.

FIG. 14 illustrates the point spread function for the
camera system of FIG. 13 in accordance with some embodi-
ments of the disclosed subject matter.
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FIG. 15 illustrates the modulation transfer function
(MTF) for the camera system of FIG. 13 in accordance with
some embodiments of the disclosed subject matter.

FIG. 16 is an illustrative example of a camera system
including a ball lens and a plurality of sensors coupled with
a plurality of relay lenses in accordance with some embodi-
ments of the disclosed subject matter.

FIG. 17 is an illustrative example of an image captured
using the camera system of FIG. 16 in accordance with some
embodiments of the disclosed subject matter.

FIG. 18 illustrates a camera system that includes a single
optical element with a ball lens portion and a lens array
portion in accordance with some embodiments of the dis-
closed subject matter.

FIGS. 19 and 20 are illustrative examples of a camera
system with a single optical element in accordance with
some embodiments of the disclosed subject matter.

FIG. 21 illustrates a camera system with a 25 radian field
of view that can capture gigapixel images in accordance
with some embodiments of the disclosed subject matter.

FIG. 22 is a diagram showing an illustrative example of
a process for corrected for geometrical aberrations in cap-
tured images in accordance with some embodiments of the
disclosed subject matter.

DETAILED DESCRIPTION

In accordance with various embodiments of the disclosed
subject matter, camera systems and methods for gigapixel
computational imaging are provided. More particularly,
camera systems and methods for correcting geometric aber-
rations to capture images that have at least one billion pixels
are provided. These images are sometimes referred to herein
as “gigapixel images.” By correcting for aberrations, imag-
ing devices or systems can be created with higher resolution,
low lens complexity, and compact form factor.

To fabricate such a camera system, it should be noted that
the resolution of an optical imaging system can be funda-
mentally limited by geometric aberrations.

It has been observed that lenses of a camera system can
obey certain scaling laws that determine how resolution
increases as a function of lens size. For example, consider a
lens with a focal length f, an aperture diameter D, and an
image size Ax by Ay. If the lens is scaled by a factor of M,
then focal length f, aperture diameter D, and image size Ax
by Ay are also scaled by a factor of M, but the F/# (F-number
or F-stop) and the field of view (FOV) of the lens remain
unchanged. If; when the lens is scaled, the minimum resolv-
able spot size has also not increased by a factor of M, then
the total number of points that can be resolved has been
increased. The number of resolvable points for a lens is
sometimes referred to herein as the “space-bandwidth prod-
uct.” The space-bandwidth product is a unit-less quantity
that indicates the number of distinct points which can be
measured over a given field of view.

The minimum spot diameter of a lens due to diffraction is
d,~NF/#, where A is the wavelength of light. Since this
quantity is independent of lens scale, the space-bandwidth
product for a diffraction limited lens can be represented by:

M?AxAy
4 = >
(AF/H#)

FIG. 2 illustrates how space-bandwidth product increases
as a function of lens size for a perfectly diffraction limited
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lens (R), a lens with geometric aberrations (R,), and a lens
with an F/# that increases with lens size (R). As shown,
curve 210 shows that the space-bandwidth product of a
diffraction limited lens increases quadratically with the
scaling factor (M). However, it should be noted that the
space-bandwidth product of a lens can also depend on the
diameter of the blur circle caused by geometric aberrations,
d,, which increases linearly with the scaling factor (M). As
a result, when aberrations are considered, the space-band-
width product can be represented by:

MZAxAy
T aEm’ - M2

Referring back to FIG. 2, curve 220 shows that the
space-bandwidth product plateaus at AxAy/ 6; when the lens
is no longer difiraction limited and M3 _>>AF/#. Since the
geometric blur size can be decreased by stopping down a
lens, lens designers generally reduce the F/# as a lens is
scaled up. Generally speaking, F/# is increased such that the
focal length (in millimeters) is approximately equal to
(E/#)*. For example, a 500 mm focal length Apo-Symmar
lens manufactured by Schneider Optics operates at F/8 and
83~500. If this is used on a lens that primarily exhibits
spherical aberrations, it should be noted that the geometric
blur size 9, becomes independent of the scaling factor M.
Accordingly, the space-bandwidth product for such a lens
can be represented by:

M?AxAy

RS CIVEES

This space-bandwidth product for a lens with an F/# that
increases with lens size is shown as curve 230 in FIG. 2.
While it may be assumed that the minimum resolvable
spot size is equal to the blur size due to geometric aberra-
tions, 8, the blur caused by a lens with spherical aberrations
can be removed via deconvolution. This is because a lens
with spherical aberrations produces a point spread function
(PSF) that is well-conditioned and easily invertible. FIG. 3
shows an example of a point spread function for a singlet
lens with strong spherical aberrations. As shown in point
spread function 300, the point spread function is a distribu-
tion of light energy, where several rays from a distant point
source are traced through a lens with spherical aberrations.
The position x of each light ray on the sensor plane as a
function of position u in the aperture plane is given by the
cubic curve x=SA3-u®, where SA3 is the spherical aberration
coefficient. This is shown, for example, in FIG. 4. The point
spread function is found by projecting this curve along the
sensor axis, resulting in a sharply peaked point spread
function. The modulus of the Fourier transform of this point
spread function, sometimes referred to as the modulation
transfer function (MTF), is relatively large at high frequen-
cies and has no zero crossings. As a result, a captured image
can be deblurred without increasing significant artifacts.
For a computational imaging system with deblurring in
accordance with some embodiments of the disclosed subject
matter, the resolution is given by the pixel size & and the
space-bandwidth product does not depend directly on geo-
metric aberrations, 8. It should be noted that an additional
quantity for measuring image quality is signal-to-noise ratio
(SNR). In the absence of any noise, the space-bandwidth
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product can be theoretically increased by decreasing pixel
size until reaching the diffraction limit.

To accommodate or fix the signal-to-noise ratio, consider
the effect of deblurring on signal-to-noise ratio. The signal-
to-noise ratio of an image produced by a computational
imaging system is 1/0,, where 0, is the deblurring error. To
calculate the deblurring error, a captured image can be
simulated by blurring a ground truth image with the point
spread function at the given scale and adding white Gaussian
noise with a standard deviation o,. The blurred image can
then be deblurred using Wiener deconvolution and o, can be
calculated as the root-mean-square (RMS) deviation or RMS
error between the deblurred and ground truth images aver-
aged over a set of natural images.

FIG. 5 shows the deblurring error as a function lens scale
(M) for a lens with spherical aberrations in accordance with
some embodiments of the disclosed subject matter. As
shown in plot 500, the deblurring error curves are shown for
a variety of noise (0y). For plot 500, the best fit polynomial
is found to be in the range from o,xo,M"*° and
0,%0,M"*, which can then be approximated by:

OO, 1/3.8

It should be noted that both the point spread function size
and deblurring error increase as lens scale increases. While
the size of the point spread function increases linearly with
lens scale, deblurring errors increases with M35,

In addition, pixel size & can be related to sensor noise oy,
Note that scaling the pixel size § by a factor of M increases
the pixel area by a factor of M>. For a fully saturated pixel,
assuming a shot noise limited sensor, this can increase the
sensor’s full well capacity by M? and decrease noise by a
factor of M~! relative to the signal. The sensor noise can then
be related to pixel size as:

NS

It should be noted that k in the above-mentioned equation is
a constant.

By fixing the signal-to-noise ratio in the camera system
(e.g., by fixing o0,) and using the above-mentioned equa-
tions to define a new constant k;-k/o,, the pixel size § and
the lens scale M can be related by the following:

E—k MY3

Upon assuming that the pixel size is greater than the
diffraction limited spot size, the number of resolvable points
can be determined by dividing the sensor area by the pixel
area, which can be represented as:

R < M?AxAy B M?AxAy
T e T KEM238

The above-derived equation can be used as a scaling law for
computational imaging and is shown in FIG. 6. As shown in
plot 600, the R_ curve 610 improves upon the aberration
limited curve R, and improves upon the conventional lens
design curve R, without requiring F/# to increase with lens
scaling M. That is, for a camera system with a fixed SNR
(fixed deblurring error), the space-bandwidth product scales
more quickly with lens size than it does for conventional
lens designs.
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Accordingly, a camera system that includes the compu-
tational imaging approach can provide a camera system
capable of greater resolution with a small camera size. For
example, a camera system can be provided for capturing
gigapixel images with low lens complexity and compact
form factor.

In accordance with some embodiments, the camera sys-
tem for high resolution imaging can include a ball lens, an
array of planar sensors, and a processor that performs a
deconvolution approach on captured images. This compact
camera system can be used to capture gigapixel images.

In some embodiments, the size of the sensors in the array
of planar sensors can be selected relative to the ball lens. The
ball lens and spherical image plane produce a camera system
with radial symmetry. The spherical image plane can be
approximated with a tessellated regular polyhedron, where a
planar sensor is placed on each surface of the tessellated
regular polyhedron. For example, as shown in FIG. 7, the
camera system can include a ball lens 710 with an aperture
stop 720 surrounded by an array of planar sensors 730
placed on the surface of the polyhedron. In a more particular
example, the ball lens can be a 100 mm acrylic ball lens and
the planar sensor can be a 5 megapixel 1/2.5" sensor. The
planar sensors can be placed around any suitable portion of
the ball lens—e.g., around the entire ball lens, around a
hemisphere of the ball lens, etc.

It should be noted that, in some embodiments, relatively
small sensors can be used such that each sensor occupies a
small field of view and the image plane closely approxi-
mates the spherical surface.

FIG. 8 shows an illustrative point spread function as a
function of field position on each individual sensor. Note
that the point spread function shape remains significantly
consistent across the field of view of each sensor. As such,
the camera system can produce a point spread function that
is nearly spatially invariant to field position on the sensor.
FIG. 9 shows an illustrative plot of modulus of the Fourier
transform of this point spread function or the modulation
transfer function. As shown in FIG. 9, the modulation
transfer function avoids zero crossings up to the Nyquist
frequency of the sensor and preserves high frequencies. As
a result, a captured image can be deblurred without increas-
ing significant artifacts.

In some embodiments, a pan/tilt motor can be imple-
mented with an image sensor in the camera system. Refer-
ring back to FIG. 7, each of the sensors in the array of planar
sensors can be replaced with a single sensor operatively
connected to a pan/tilt motor, where the pan/tilt motor
sequentially scans the image plane. An illustrative example
of the camera system with a pan/tilt motor is shown in FIG.
10. As shown, the camera system includes an aperture
placed on the surface of a 100 mm acrylic ball lens 1010. A
gigapixel image is captured by sequentially translating a 5
megapixel 1/2.5" sensor 1020 with a pan/tilt motor 1030.
Accordingly, in some embodiments, an image captured by
multiple sensors can be emulated by sequentially scanning
the image plane using the pan/tilt motor.

With these embodiment of the camera system, an image
having at least one billion pixels can be generated over a 60°
by 40° field of view by tiling 14x14 sensors onto a 75x50
mm image surface. FIGS. 11 and 12 are examples of
gigapixel images 1100 and 1200 captured using the camera
system. As shown in FIG. 11, an image 1100 having 1.7
gigapixels and having image dimensions of 82,000 pixels by
20,000 pixels is captured using the camera system in accor-
dance with some embodiments of the disclosed subject
matter. The image scene occupies a 126° by 32° field of
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view. As also shown in FIG. 11, image portions 1110, 1120,
1130, and 1140 of gigapixel image 1100 are enlarged using
a 60 by 200 digital zoom to illustrate the details captured in
the image—e.g., the details of the resistor on a printed
circuit board in portion 1110, the stippling print pattern on
a dollar bill in portion 1120, a miniature two-dimensional
barcode pattern in portion 1130, and the fine ridges of a
fingerprint on a remote control in portion 1140. As shown in
FIG. 12, an image 1200 having 1.6 gigapixels and having
image dimensions of 65,000 pixels by 25,000 pixels is
captured using the camera system in accordance with some
embodiments of the disclosed subject matter. The image
scene occupies a 104° by 40° field of view. As also shown
in FIG. 12, image portions 1210 and 1220 of gigapixel
image 1200 are enlarged using a digital zoom to illustrate the
details captured in the image—e.g., the individual hairs and
the pores of a person in portion 1210 and fine features of a
resolution chart in portion 1220.

In some embodiments, the camera system can include a
secondary optic associated with each sensor. It should be
noted that, while the sensor configuration in above-men-
tioned camera system can provided with no dead space
between adjacent sensors, the secondary optic can be pro-
vided such that some space can be provided between adja-
cent sensors. For example, using the camera system with the
secondary optic, a sensor can include packaging around the
active pixel area. Accordingly, in some embodiments, a
secondary optic, such as a relay lens, can be associated with
each sensor in the array of sensors.

FIG. 13 shows an illustrative camera system 1300 with a
secondary optic in accordance with some embodiments of
the disclosed subject matter. As shown in FIG. 13, an array
of relay lenses 1310 is implemented in the camera system,
where the array of relay lenses 1300 modifies the magnifi-
cation of the camera system such that the field of view of
adjacent sensors overlaps slightly. The array of relay lenses
1310 is placed between a ball lens 1320 and an array of
image sensors 1330, where each of the sensors in the array
of image sensors 1330 is coupled with a relay lens in the
array of relay lenses 1310 that decreases the focal length of
the ball lens 1320. More particularly, each sensor in the array
of'image sensors 1330 is coupled with a smaller acrylic relay
lens that decreases the focal length of the larger acrylic ball
lens 1320.

As shown in FIGS. 14 and 15, the point spread function
and the modulation transfer function of the camera system of
FIG. 13 is similar to the point spread function and the
modulation transfer function of the camera system of FIG.
7. Accordingly, a captured image using the camera system of
FIG. 13 can be deblurred without increasing significant
artifacts.

An illustrative example of the camera system with an
array of relay lenses is shown in FIG. 16. As shown, the
camera system 1600 includes an aperture placed on the
surface of a 100 mm acrylic ball lens 1610 along with an
array of five sensors 1620 coupled with an array of five relay
lenses 1630 for capturing a 15 megapixel region of a
gigapixel image. With the embodiment of the camera system
shown in FIG. 16, an image 1700 having fourteen million
pixels can be captured over a 15° by 2° field of view. As
shown in FIG. 17, image 1700 having image dimensions of
10,000 pixels by 1,400 pixels is captured using the camera
system in accordance with some embodiments of the dis-
closed subject matter. Similar to FIG. 12, portions 1710 and
1720 of image 1700 show a close-up of a person’s face and
a resolution target, respectively.
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It should be noted that, although the camera system of
FIG. 16 includes five sensors in the array of sensors and five
relay lenses in the array of relay lenses, FIG. 16 shows a
portion of the camera system for capturing gigapixel images.
A camera system having an array of sensors and an array of
relay lenses can include additional sensors and additional
relay lenses (e.g., fifteen sensor-relay lens pairs, thirty
sensor-relay lens pairs, etc.) to capture a gigapixel image.

In some embodiments, the camera system can include a
single optical element that includes an acrylic ball lens with
relay lenses formed such that they share a surface with the
acrylic ball lens. For example, FIG. 18 shows a camera
system 1800 that includes a single optical element 1810
molded from a single material, where the molded optical
element 1810 includes a ball lens portion 1820 with a relay
lens portion 1830 formed on the surface of the ball lens
portion 1820. It should be noted that a single optical element
reduces the alignment needed for systems with multiple
optical elements, thereby significantly reducing the com-
plexity of the camera system. An example of a camera
system that combines the optical system into a single
element that is manufactured by a molding a single material
is shown in FIGS. 19 and 20.

Although the embodiments described above use a ball
lens with its perfect radial symmetry to capture a near
hemispherical field of view, this is only illustrative. In some
embodiments, the camera system can be used to capture a
spherical field of view. For example, as shown in FIG. 21,
a camera system 2100 capable of capturing gigapixel images
is shown having a 2= radian field of view. Camera system
2100 includes a ball lens 2110, an array of planar sensors
2120, and an array of relay lenses 2130, where a sensor from
the array of planar sensors 2120 is coupled with a relay lens
from the array of relay lenses 2130. Similar to the camera
systems shown in FIGS. 7 and 13, the camera system 2100
has a gap between adjacent lens/sensor pairs. Using camera
system 2100, light passes through the gaps on one hemi-
sphere and forms an image on a sensor located on the
opposite hemisphere.

In some embodiments, the camera system can include a
processor for processing captured images. More particularly,
the processor can be connected to the sensor or array of
sensors and can be configured to correct for geometrical
aberrations. FIG. 22 is a diagram showing an illustrative
example of a process for corrected for geometrical aberra-
tions in captured images in accordance with some embodi-
ments of the disclosed subject matter. To correct for geo-
metrical aberrations, the processor can be used to deblur the
image hitting the array of image sensors after passing
through the ball lens and/or one or more relay lenses. As
shown, process 2200 begins by transforming each captured
image from a RGB color space to a YUV color space at
2210. Next, the processor can deconvolve the luminance
channel (the Y component) of each captured image in the
YUYV color space at 2220 (e.g., using Wiener deconvolution)
and can transform each captured image back to the RGB
color space at 2230. At 2240, a noise reduction function
(e.g., a block matching and 3D filtering function for image
denoising) can be applied to each captured image to sup-
pressing deblurring artifacts. At 2250, the processed images
captured from the array of sensors can be assembled or
stitched together to obtain a gigapixel image (e.g., using
Microsoft Image Compositing Editor).

In some embodiments, hardware used in connection with
the camera mechanisms can include an image processor, an
image capture device (that includes a ball lens, one or more
image sensors, and one or more relay lenses), and image
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storage. The image processor can be any suitable device that
can process images and image-related data as described
herein (e.g., to deconvolve images captured using the one or
more image sensors). For example, the image processor can
be a general purpose device such as a computer or a special
purpose device, such as a client, a server, an image capture
device (such as a camera, video recorder, scanner, mobile
telephone, personal data assistant, etc.), etc. It should be
noted that any of these general or special purpose devices
can include any suitable components such as a processor
(which can be a microprocessor, digital signal processor, a
controller, etc.), memory, communication interfaces, display
controllers, input devices, etc. The image capture device can
be any suitable device for capturing images and/or video,
such as a portable camera, a video camera or recorder, a
computer camera, a scanner, a mobile telephone, a personal
data assistant, a closed-circuit television camera, a security
camera, an Internet Protocol camera, etc. The image capture
device can include the generalized assorted pixel color filter
array as described herein. The image storage can be any
suitable device for storing images such as memory (e.g.,
non-volatile memory), an interface to an external device
(such as a thumb drive, a memory stick, a network server, or
other storage or target device), a disk drive, a network drive,
a database, a server, etc.

In some embodiments, any suitable computer readable
media can be used for storing instructions for performing the
processes described herein. For example, in some embodi-
ments, computer readable media can be transitory or non-
transitory. For example, non-transitory computer readable
media can include media such as magnetic media (such as
hard disks, floppy disks, etc.), optical media (such as com-
pact discs, digital video discs, Blu-ray discs, etc.), semicon-
ductor media (such as flash memory, electrically program-
mable read only memory (EPROM), electrically erasable
programmable read only memory (EEPROM), etc.), any
suitable media that is not fleeting or devoid of any sem-
blance of permanence during transmission, and/or any suit-
able tangible media. As another example, transitory com-
puter readable media can include signals on networks, in
wires, conductors, optical fibers, circuits, any suitable media
that is fleeting and devoid of any semblance of permanence
during transmission, and/or any suitable intangible media.

Accordingly, camera systems and methods for gigapixel
computational imaging are provided.

Although the invention has been described and illustrated
in the foregoing illustrative embodiments, it is understood
that the present disclosure has been made only by way of
example, and that numerous changes in the details of imple-
mentation of the invention can be made without departing
from the spirit and scope of the invention, which is only
limited by the claims which follow. Features of the disclosed
embodiments can be combined and rearranged in various
ways.

What is claimed is:

1. A camera system for high resolution imaging, the
camera system comprising:

a ball lens;

an array of image sensors disposed at a distance from the

ball lens, the array of image sensors configured to
acquire images from light that passes through the ball
lens;

an array of relay lenses disposed on a surface of the ball

lens and positioned between the ball lens and the array
of image sensors, wherein each relay lens of the array
of relay lenses is coupled with an image sensor of the
array of image sensors; and
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a processor configured to deblur and stitch the images
captured by the array of image sensors to generate a
gigapixel image.

2. The camera system of claim 1, wherein each image
sensor in the array of image sensors is coupled with a relay
lens in the array of relay lenses to decrease focal distance.

3. The camera system of claim 1, wherein the ball lens and
the array of relay lenses are formed as a single optical
element.

4. The camera system of claim 1, wherein a spacing is
provided between adjacent image sensors in the array of
image sensors.

5. The camera system of claim 1 wherein an image sensor
of the array of image sensors has a first field of view and an
adjacent image sensor of the array of image sensors has a
second field of view and wherein the plurality of relay lenses
are arranged such that the first field of view and the second
field of view overlap.

6. The camera system of claim 1, wherein:

the array of sensors and the array of relay lenses are
formed around the ball lens;

each sensor of the array of sensors is paired with each
relay lens in the array of relay lenses;

a gap is formed between adjacent pairs of sensors and
relay lens; and

light passes through the gap on one hemisphere to form an
image on an image sensor located on an opposing
hemisphere.

7. The camera system of claim 1, wherein a spherical
image plane corresponding to the ball lens is approximated
with a polyhedron having a plurality of surfaces and wherein
each image sensor of the array of image sensors is placed on
one of the plurality of surfaces of the polyhedron.

8. The camera system of claim 1, wherein the processor
is further configured to:

transform each of the images from a RGB color space to
a YUV color space, wherein the YUV color space
includes a luminance component and a chrominance
component;

deconvolve the luminance component of each of the
transformed images;

transform each of the deconvolved images from the YUV
color space to the RGB color space;

apply a noise reduction function to the images to suppress
deblurring artifacts; and

assemble the images to generate the gigapixel image.

9. A camera system for high resolution imaging, the
camera system comprising:

a ball lens having a spherical image plane, wherein the
spherical image place is approximated by a tessellated
regular polyhedron;

a plurality of image sensors disposed on surfaces of the
tessellated regular polyhedron, wherein the plurality of
image sensors acquire images from light that passes
through the ball lens;

a plurality of relay lenses disposed on a surface of the ball
lens and positioned between the ball lens and the
plurality of image sensors, wherein each relay lens of
the plurality of relay lenses is coupled with an image
sensor of the plurality of image sensors; and
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a processor configured to deblur and stitch the images
captured by the plurality of image sensors to generate
a gigapixel image.

10. A method for high resolution imaging, the method
comprising:

detecting a plurality of images from an array of image

sensors, wherein each of the plurality of image sensors
captures light that passes through a ball lens and an
array of relay lenses that are formed on a surface of the
ball lens;

deblurring, using a processor, the plurality of images

detected by the array of image sensors; and

stitching, using the processor, the plurality of deblurred

images to generate a gigapixel image.

11. The method of claim 10, further comprising decreas-
ing focal length of the ball lens by coupling each image
sensor in the array of image sensors with a relay lens in the
array of relay lenses.

12. The method of claim 10, wherein the ball lens and the
array of relay lenses are formed as a single optical element.

13. The method of claim 10, wherein a spacing is pro-
vided between adjacent image sensors in the array of image
Sensors.

14. The method of claim 10, wherein an image sensor of
the array of image sensors has a first field of view and an
adjacent image sensor of the array of image sensors has a
second field of view and wherein the plurality of relay lenses
are arranged such that the first field of view and the second
field of view overlap.

15. The method of claim 10, further comprising:

approximating a spherical image plane corresponding to

the ball lens with a polyhedron having a plurality of
surfaces; and

placing each image sensor of the array of image sensors

on one of the plurality of surfaces of the polyhedron.
16. The method of claim 10, further comprising:
forming the array of sensors and the array of relay lenses
around the ball lens, wherein each sensor of the array
of sensors is paired with each relay lens in the array of
relay lenses and wherein a gap is formed between
adjacent pairs of sensors and relay lens; and

detecting light passing through the gap on one hemisphere
to form an image on an image sensor located on an
opposing hemisphere.

17. The method of claim 10, further comprising using the
processor to:

transform each of the plurality of images from a RGB

color space to a YUV color space, wherein the YUV
color space includes a luminance component and a
chrominance component;

deconvolve the luminance component of each of the

transformed images;

transform each of the deconvolved images from the YUV

color space to the RGB color space;

apply a noise reduction function to the images to suppress

deblurring artifacts; and

stitch the images to generate the gigapixel image.
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